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Model for Laboratory

» Grown from 2 to 10 core statisticians in lab (Cenzer,
Diaz-Ramirez, Espejo, Fung, Gan, Jeon, Jing, Lu, Patel, Shi)

» Team-science framework with emphasis on deep, longitudinal
collaboration

» Statistical scientist: statistician is key member of the research
group and accumulates experience in data, methods, and
substantive area

» Clinical researchers (Pls and trainees) are interested in the
methodological details

» Projects/teams have more than one statistician in most cases

> Statistical and data science mentoring occurs in all directions
(me, statisticians, PI, co-1, trainee)



Model for Consultation/Collaboration

» Faculty investigators in UCSF Division of Geriatrics/Pepper
Center (and their mentees)

» Qutside investigators currently supported by Pepper Center
(Scholars or Pilot Awardees)

» Outside investigators formerly supported by Pepper Center
» Business model:
» P30 Pepper Statistical Core (DAC): direct funding (I am
Co-Director of the core)
» P30 Pepper Pilot/Training Cores (PESC/REC): spending
awards on statistical support
» P01 Mt. Sinai/UCSF Statistical Core (RCB): direct funding (|
am Co-Director of the core)
» R and K and other funding from Geriatrics investigators
» R and K and other funding from outside investigators
(substantial component and key to financial stability)



Reasons to develop a predictive model

» Precision medicine: flagging high risk patients or those likely
to benefit

» (Shared) decision making for patients, caretakers, physicians
» Case-mix adjustment

» Propensity score for subsequent analytic purposes



Point Scoring (Sullivan et al. 2004)

Risk factor Categories Points
Age
30-39 0
40-49 2
50-59 4
60-69 6
70-79 8
Sex
Female 0
Male 5
Systolic blood pressure
<120 -1
120-129 0
130-139 1
140-159 2
=160 3
Current smoker
No 0
Yes 3
Point total Estimate of risk
-1 0.0015
0 0.0020
1 0.0026
2 0.0035
3 0.0047
e e
5 0.0083
6 0.0110
7 0.0147
8 0.0195
9 0.0258
10 0.0341
11 0.0449
12 0.0590
13 0.0771
14 0.1002
15 0.1293
16 0.1652
17 0.2088



Nomogram (Harrell)
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FIGURE T:

Nomogram for obtaining predicted 1- and 2-year survival probabilities
and the 10th, 25th, 50th, 75th, and 90th percentiles of survival time (in
months) for individual patients in HELP. Disease class abbreviations:
a=ARF/MOSF/Coma, b=all others, c=CHF, d=Cancer, e=Orthopedic. To
use the nomogram, place a ruler vertically such that it touches the
appropriate value on the axis for each predictor. Read off where the
ruler intersects the 'Points' axis at the top of the diagram. Do this for
each predictor, making a listing of the points. Add up all these points
and locate this value on the 'Total Points' axis with a vertical ruler.
Follow the ruler down and read off any of the predicted values of
interest. APS is the APACHE Il Acute Physiology Score.



ACS NSQIP input
NSQIP | sk catoutator

Home About FAQ ACS Website ACS NSQIP Website

Enter Patient and Surgical Information

@ Procedure pr—
P

Begin by entering the procedure name or CPT code. One or more procedures will appear below the procedure box. You will need to click on the
desired procedure to properly select it. You may also search using two words (o two partial words) by placing a '+ In between, for example:

"cholecystectomy + cholangiography"
Reset All Selections

) Are there other potential appropr Other ptions @ None
Please enter as much of you can to estimates.
Arough will allof the %
Age Group Diabetes €)
75-Bayears ¢ No
Sex Hypertension requiring medication €)
Famale % No ¢
Functional Status €) Congestive Heart Failure in 30 days prior to surgery €)
Partially Dependent No &
Emergency Case €) Dyspnea €)
No ¢ No B
AsAClass €) Current Smoker within 1 Year €)
Healthy patient A No ¢
Sterold use for chronic condltion €) History of Severe COPD €)
No & No ¢
Ascites within 30 days prior to surgery €)
No No
Systemic Sepsis within 48 hours prior to surgery €)  Acute Renal Failure €)
None 7 No ¥
Ventilator Dependent €) BMI Calculation: €)
o Height: 65 in / cm
Disseminated Cancer €)
[ Welght: | 130 1b / kg




ACS NSQIP output

Procedure: 27254 - Open treatment of hip dislocation, traumatic, with acetabular wall and femoral head
fracture, with or without internal or external fixation Change Patient Risk Factors

Risk Factors: 75-84 years, Partially dependent functional status, Mild systemic disease

Note: Your Risk has been rounded to one decimal point.
Your Average Chance of

Outcomes €) Risk Risk Outcome
Serious Complication (] 4 o w  w = w7 s s e T8%  107%  Below Average
Any Complication [, 4 o wm  m m wm o wm w e  89% 115%  Below Average
Pneumonia || o m w e m s 0 s s on  05% 10%  Below Average

Cardiac Complication || o m w w0 s s o 03 11%  Below Average
Surgical Site Infection [ 13%  Below Average
Urinary Tract Infection o m w s w7 m s o 32% 31% Average
Venous Thromboembolism . 17%  Below Average
Renal Failure . 02%  Below Average

Readmission o m m s w1 s o 5% 68%  Below Average

Return to OR o w m m wm o m m e 28% 36%  Below Average

Death R 17%  Below Average

Discharge to Nursing or Rehab Facility [~ — %l w s o  690%  T22% Average
SGPSIS ' 10 20 30 40 50 60 70 80 90 100% 11% 1.2% Below Av'raga

‘ Predi Length of | ital Stay: 3.5 days




ePrognosis (UCSF)

ePrOgnos‘iS HOME  ABOUT  CALCULATORSv CANCER SCREENING DECISION TOOLSY COMMUNICATION

COVID-19 Prognosis Information

WHAT WOULD YOU LIKE TO DO?

CANCER COMMUNICATING
CALCULATORS SCREENING PROGNOSIS




ePrognosis input example (A. Lee et al. ,2022)

5.0oes your ptent e ity suingrge ciects?
Comprehensive Prognostic Tool for Adults = 70
Thiscomprehensve progost ol sinses 5,10, a1 ver sk of [
mrtalty cdent ADL iy and incdent walking sbilty o

commurity-dwelnglder s You st nter et 14varais.
10.Doesyour patient have ey walkin sevrsocs”

e
L Whatis ourpatints g i yess? = -
(e 11.Does your patent hove i bood resureyertansion? No
2 Whatis yourpatintslogcal s e
o
o Female
[r—
3 Whatis yourptints b s s 3 vl between 1430 507 =
12.00es yur patent v a hisory fdabetes? ot
4 Whatis ourpatints smcking ssts? © NewrSmoter e
Unknown
Noert robems
Current sk
o Hertprbiems bt n et ke
Uninown
Hesnttaure
5 Docsyourpatient e slone? o Uesalora Unkrown
[rsm_—
14.Doesyour patent hove aistoryof sckals? Nostroke

© Stokewithout emiingroblems
 Docsyourpatiant have ity esing ndendenty?

to Srokewith ramsiningoblens
15.Doss your paten hove aistory fcance.terthanminor ki cancer? N
7.Dossyouepatient have ity pracing bt s oo e
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16 Docsyur patient v istory f g iesee? o
8 Docsyourpatint e ity mansiog money? oo e
[




ePrognosis output example (A. Lee et al. ,2022

ePrognosis IOME  ABOUT  CALCULATORSw CANCERSCREENING  DECISIONTOOLSw  COMMUNICATION

Comprehensive Prognostic Tool for Adults = 70

“This comprehensive prognostic tool estimates 5-10- and 14-year risk of mortality,
incident ADL disabilty, i i

older adults. You must enter at least 14 variables.

Serall to the bottom for more detailed information.

Mortality /ADL Disability* Walking Disability**
YouRpaTr | AYEUSEFOR yougpamenr  AVEUISEFOR  yougpamgnr | AVERAGEFOR
5-year risk 33% 16% 30% 18% 16% 11%
oy 70 o7 sox osx - 2%
e oo sox ax asx asx s
pati i
Yol patient’s risk at 10 year i g 2 Higher than average Higher than average

* ADL Disability: Needing help or unable to do 1 of the 5 ADLS
** Walki Needing help or

[Finish |

+ TheC i dul
Survey in 2000 (mean age 78, 59% female, 86% white).
- This i

inthe Health Retirement

« Discrimination:
« Mortality: i i i i 72% of

— o o oy ) ot

0% 0% 0% 0% oo
+ ADLDisability: Thi i DL

[ poor moderate good very good excellent

so% 0% 0% a0 0%

1% of the time.
{c-statistic).

[ e = P ey )

so% 0% 0% 0% oo
« Calibration:

o . i i risk evel
* TheADL, level

tual 10+

10-year ADL.
i actual 10-

rates



Example from Deardorff et al. (2022)

Figure 2. Baseline Characteristics and Median Predicted Time to Death in Years of 10 Randomly Selected
Individuals With Dementia From the Health and Retirement Study Within Each Decile of Predicted Risk

[A] Baseline characteristics

Agegroup, y | 65-69 | 70-74 | 75-79 80-84 | 80-84.
Female | Y Y Y Y Y Y Y
BMI |18.5-25| =230 | 25-30 |18.5-25 25-30 | 230 18.5-25| 25-30 | <18.5 [1&5'25
Smoker | Former | Former  Former | Never = Former | Former | Never | Former | Never | Current
_ | No.of ADL dependencies 2 | 2 3 2 | 4
g No. of IADL difficulties 0 0 1 0 2 1 4 1 1 5
b Difficulty walking Y Y Y Y Y Y
&
Vigorous activity | Y Y
Diabetes Y Y Y
Heart disease Y Y
Cancer Y Y Y
Lung disease Y Y Y
A B C D E F G H I J
Patient
[B] Median predicted time to death
1
212
E
S 10
2
o
E 8
3
£
S
5
g
=
2
5
g
£, .
A B c D E F G H I J

Patient

woo»
o o
ones piezey

~
°

o




Setting 1 for Predictive Modeling

| 4

>

>

Outcome (survival, functional decline, nursing home
admission) data on adults age 70+ (n ~ 1000, e.g.).

Have maybe P = 50 characteristics potentially predicting
outcome

Goal: build a reasonably parsimonious (p = 10 or p = 15
predictors), clinically practical and sensible model that has
good discrimination and calibration

Move from statistical model (odds ratios or hazard ratios) to
something simple and clinically useful

Examples: 5 year survival probabilities, median life
expectancy, probability of functional decline before death,
time spent in nursing home

(Our group: Health and Retirement Study or NHATS quite
often)



Setting 2 for Predictive Modeling

> Same as first typical setting except...

» Number of subjects is much larger (n ~ 1,000, 000, e.g.)

» Number of potential predictors much larger (n ~ 1000, e.g.)
» (Our group: VA EHR data or Medicare claims data)



Setting 3 for Predictive Modeling

» Setting 1/2 plus any of:
» highly irregular longitudinal data
> image data
> text data
» (we are doing a lot more of this in last couple of years but not

focus for today)



Statistical models for risk prediction

» Logistic regression (or other binary regression)
» Cox regression (or other time-to-event models)
» Multinomial regression (for nominal outcomes)

» Multi-state models (for longitudinal or survival data with
multiple event types)



Some useful papers/books on prediction modeling

» Harrell, Lee, Mark (1996) or Harrell's RMS book (2015)
> Steyerberg et al. (2010) or Steyerberg’s CPM book (2019)

» Moons et al. (2015)

Annals of Internal Medicine

RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): Explanation and

Elaboration

Karel G.M. Moons, PhD; Douglas G. Altman, DSc; Johannes B. Reitsma, MD, PhD; John P.A. loannidis, MD, DSc;
Petra Macaskill, PhD; Ewout W. Steyerberg, PhD; Andrew J. Vickers, PhD; David F. Ransohoff, MD; and Gary S. Collins, PhD

The TRIPOD (Transparent Reporting of a multivariable prediction
g D
2 22-item checklist, which aims to improve the reporting of stud-
ies developing, validating, o updating a prediction model,
whether for diagnostic or prognostic purposes. The TRIPOD
Statement aims to improve the transparency ofthe reporting of a
prediction model study regardless of the study methods used.
This explanation and elaboration document describes the ratio.
nale; g of each item;  trans-
parent reporting is important, with a view to assessing risk of bias
and dlinical usefulness of the prediction model. Each checklist
item of the TRIPOD Statement is explained i detail and accom

panied by published examples of good reporting. The docu-
ment also provides a valuable reference of issues to consider
when designing, conducting, and analyzing prediction model
studies. To aid the editorial process and help peer reviewers
and, ultimately, readers and systematic reviewers of prediction
model studies, it s recommended that authors include a com-
pleted checklist in their submission. The TRIPOD checklist can
also be downloaded from ww.tripod-statement.org

Ann Intern Med. 1W73. doi:1
fations, see end of text
of the TRIPOD Group, ses the Appendix




TRIPOD-65: updating TRIPOD for work in older
populations (Deardorff et al, 2023)

Around the EQUATOR with Clin-STAR: Prediction
i and in

|
'W. John Boscardin PhD'** | Alexander K. Smith MD, MS, MPH'* |
i 1. Lee MD, MAS™




Machine Learning vs. Traditional Regression

» Comparison of traditional statistical modeling (TR) and
machine learning (ML) in various scenarios (Jing, Boscardin,
Deardorff, Jeon, Lee, Donovan, Lee 2022)

» In Settings 1 and 2 (large rectangular data) we and others
(e.g. Austin, Harrell, Steyerberg 2022) have found that TR is
extremely competitive with ML methods and much easier to
begin to understand



Jing et al. 2022
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Goals for our (TR) prognostic models

Predictive accuracy (discrimination and calibration)

Lack of overfitting

>
>
» Parsimony
P Interpretability
>

Stability of Individual Predictions



Assessing overfitting in TR modeling

Three main sources of overfitting
» Feature engineering (make Table 1 before make model and
use it to make decisions)

» Variable selection (LASSO or other selection PLUS some
other hand-tooling)

» Parameter estimation (coefficients are optimized for the data
at hand)

Overfitting can occur in all three parts



Internal validation to account for overfitting

» People used to (and still do) use single split-sample for
development and validation

» This is uniformly recognized as bad idea (Collins 2024;
Steyerberg)

> With a single split sample, you can't separate random
variability from systematic overfitting

> Better to use bootstrap internal validation (or
cross-validation)



Feature engineering

» Categorizing continuous variables
» Grouping levels of categorical variables
» Choosing to include spline terms for continuous variables

» Deciding whether to look at interactions



Selection with LASSO

>

Always include variables: in glmnet can use the penalty.factor
option with 0 for variables you do not want to be penalized
and 1 for variables that you want LASSO applied to

Constraints: can provide bounds on allowable coefficient
estimates on a predictor-by-predictor basis. In textttglmnet
can set lower.limits to O to ensure a variable can only enter as
a risk factor

Grouping: can tell grouped LASSO variant that should shrink
or kill at a group level. Useful for categorical predictors

Other shrinkage targets: can shrink not towards zero but in
other directions (e.g. towards principal components of groups
of variables)

Less abrubt behavior. can combine an L1 penalty with an L2
penalty (elastic net), Still gives shrink or kill behavior



Constrained LASSO

A

Unconstrained LASSO

Tremle
TreatedinICU
dialysis
AplasticAnemia
Kerin

CANCER
CHRONICPAIN

Coccidioidomycosis
ConnectiveTissueDisorder
oD

CVDArrhythmia
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VD Thromboembolic
CVDValvular

Glaucoma

IMMUNOSUPPRESSED

PulmonaryFibrosis
Seizures

SleepApnea
SolitaryPulmonaryNodule
UnspecifiedHepatitis
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0dds Ratio
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Constrained LASSO (comborbidities OR > 1.0 only)

Female
Treatedinicy

dialysis
AplasticAnemia
ASTHMA

CANCER
CHRONICPAIN
Coccidioidomycosis.
ConnectiveTissue!
copD

CVDArrhythmia
CVDCerebrovascular
cvDeH

cvorvo
VD Thromboembolic
CVDValvular
Dementia_Parkinson
DIABETES
Dyslpidemia

PulmonaryFibrosis
seizures

Sleephpnea
SolitaryPulmonaryNodule
Unspecifiedepatitis

Odds Ratio

133

274

354

115
121

124
137

106
153

149
251




Assessing overfitting (Collins et al, 2024)

Box 2: Using bootstrapping for internal validation

The steps to calculate optimism corrected performance using bootstrapping are:

il

S

Develop the prediction model using the entire original data and calculate the

apparent performance.

Generate a bootstrap sample (of the same size as the original data), by sampling

individuals with replacement from the original data.

Develop a bootstrap model using the bootstrap sample (applying all the same

modelling and predictor selection methods, as in step 1):

a. Determinethe apparent performance (eg, c statistic, calibration slope) of this
model on the bootstrap sample (bootstrap performance).

b. Determine the performance of the bootstrap modelin the original data (test
performance).

Calculate the optimism as the difference between the bootstrap performance and

the test performance.

Repeat steps 2 to 4 many times (eg, 500 times).

Average the estimates of optimism in step 5.

Subtract the average optimism (from step 6) from the apparent performance

obtained in step 1 to obtain an optimism corrected estimate of performance.



Bootstrap internal validation

» To fully account for overfitting in internal validation need to
replicate the feature engineering, variable selection, coefficient
estimation in each bootstrap sample

» So need to algorithmize each component

» Selection and estimation are typically straightforward (e.g.
with LASSO)

P> Feature engineering might mimic with ad hoc rules,
unsupervised thresholding, or supervised knot finding



Large sample setting LASSO (Zhao et al., 2021)

In Defense of the Indefensible: A Very Naive
Approach to High-Dimensional Inference

Sen Zhao, Daniela Witten and Ali Shojaie

Abstract. A great deal of interest has recently focused on conducting infer-
ence on the parameters in a high-dimensional linear model. In this paper, we
consider a simple and very naive two-step procedure for this task, in which
we (i) fit a lasso model in order to obtain a subset of the vanables, and (11) fit
a least squares model on the lasso-selected set. Cc i ical wis-
dom tells us that we cannot make use of the standard statistical inference
tools for the resulting least squares model (such as confidence intervals and
p-values), since we peeked at the data twice: once in running the lasso, and
again in fitting the least squares model. However, in this paper, we show that
under a certain set of Ipti with high probability, the set of variables
selected by the lasso is identical to the one selected by the noiseless lasso and
is hence deterministic. Consequently, the naive two-step approach can yield
asymptotically valid inference. We utilize this finding to develop the naive

> Large data setting, OK to LASSO select then refit for 95%ClI



Large sample overfitting? (Collins et al., 2024)

® Al data (apparent) jon M Spiit pparent, 70%) + Split sample (alidation, 30%)
02 —

200 300 400 500 1000 5000 10000
Size of available data

P In large sample setting, TR does not lead to substantial
overfitting



Leaderboard vs. Best Model

» Problems inherent in focus on single best model

> “Essentially all models are wrong, but some are useful”
(George E. P. Box)

> “Your model is not that special”: in our experience, many
models are good fit for the data (similar calibration,
acceptable discrimination)

> Better to think about the “leaderboard”: a large collection of
good models some of which may be useful

» Original SAS implementation of best subset makes a
“leaderboard”

» Bayesian or Bootstrap selection also get at leaderboard idea



Constrained LASSO (revisited)

A o E G H

Unconstrained LASSO Constrained LASSO (comborbidities OR > 1.0 only)
‘0dds Ratio 0dds Ratio

7 Female 076 Female

3 Treatedinicy 130 TreatediniCy 133

3 dlysis 104 dialysis 113

2 AplasticAnemia 267 AplasticAnemia 274

1 ASTHMA ASTHMA

2 CANCER 3.8 CANGER 354

3 CHRONICPAIN 115 CHRONICPAIN 115

4 12 [£5) 121

5 Coccidioidomycosis 093 Coccidioidomycosis

5 ConnectiveTissueDisorder ConnectiveTissue!

7 copp 127 corp 12

3 CVDArrhythmia 136 CVDArthythmia 137

3 CVDCerebrovascular CVDCerebrovascular

2 CVDCHF 117 cvoeHF 115

1 CVDHTN CVDHTN

2 cvoIHD cvoIHD

3 CVDNOS 101 cvonos 106

4 CVDPVD 113 cvoPvD 113

5 CVDThromboembolic CVDThromboembolic

5 CVDValvular 108 CVDValvular 1

7 Dementia_Parkinson 094 Dementia_Parkinson

3 DIABETE: 117 DIABETES 116

3 Dysiipidemia Dysipidemia

) 329 ESLD 323

1 Glaucoma 091 Glaucoma

2 H 103 HOY 106

3 IMMUNOSUPPRESSED 152 IMMUNOSUPPRESSED 153

4 OSTEOPOROSIS 093 OSTEOPOROSIS

5 Ostomies 143 Ostomies 149

5 PulmonaryFibrosis 245 PulmonaryFibrosis 251

7 seizures seizures

3 SleepApnea 087 SleepApnea

3 solitaryPulmonaryNodule SolitaryPulmonaryNodule

2 UnspecifiedHepatitis 130 UnspecifiedHepatitis 135

1

2




SAS best subsets leaderboard (Miao et al. 2013

Number Number
of of
Variables Variables AIC with SC with
in Covariates in  Covariates in
Complete Complete Complete Harrell's ¢
Variables in Original Model Model Variables in Complete Model Model Model Statistic
12 AGECAT3 AGECATS AGECAT6 15 RACEETH1 MALE SMOKE EAT 548.5637  36.9754 0.848265
raceetnl MALE SMOKE EAT DIABETES CANCER CHF LUNG [Best AIC
DIABETES CANCER CHF LUNG WALKROOM AGECAT1-AGECAT6 Model]
WALKROOM
R T E e p—— 16 ot s svorsan me orsns o cer sen.sonn 629035 o.aa7m2
L4 o ear weaaren oisssies cacen our Line 16 | i car v acknoon aceoATL-AGATE e s
11 s s awrare s s v e 16 s mse e b e e s se0.9052 e ounessac
15 AGECAT3 AGECAT4 AGECATS 17 RACEETHL MALE SMOKE DRESS EAT  550.4291 638.6423 0.850518
AGECAT6 raceethl MALE SMOKE BMI DIABETES CANCER CHE LUNG [Best
DRESS EAT BMI DIABETES CANCER WALKROOM AGECAT1-AGECAT6 Harrell’s c]
CHF LUNG WALKROOM
11 s e ey e s s a= 1 sersmi e scrs an ssaeas cucn 2o sso.cziz canmne o.steans
15 ohrion waie swoke st st sisee 17| e car sone mcnoon & e o oo
RS — LT i car tove cxnoon aceiari peec e s e
16 e s sz 15 ssiszae consisz o.amsias
T — 18 st wane svors o e s s sst.set ssa.7555 0,558
L p— 1g  meemma: v e s crss o st a0 o.sisnas
L ity e B | i e e Bn S e s s
12 s s comans racmer sacs s 52 15 st wane swore sar s or ssiraze e o.see2s
10 acmeans aceoas asscas waus swore s omsseres 13 e suoms sac ooasnes caver sove O sai.eso c20.482 o.sizes



Kaggle competition (100's of entries with ¢ > 0.900

Binary Prediction with a Rainfall Dataset Lat mi

Overview Data Code Models Discussion Leaderboard Rules

# A Team Members Score Last
1 ~812  Guilaume HIMBERT ) 030654 s mo
2 1 owmbeate @ 00504 vome B
3 ~2251  AndNov 090583 2 mo
4 ~815  Daniel Halwel Y] 090875 o mo
s 1555 MonicaWatashi e 030534 B mo
6 2415 kgmuzu @ 090534 B om B
7 763 anonymous ) 090526 1 2me
8 ~302 ArkoBera o) 00518 7 2mo
° 2888 sammiao $ 090491 2 mo
0 2431 Ranapratap Deshmuh DD 090480 5 mo
n 1595 Howard Liao @ 090464 s 2mo
” 1502 cayize ) 090421 s 2mo
B 2238 Saurav Das )] 090410 s 2mo



Taking stock

v

Can LASSO methods help to accomplish all the goals?
Predictive accuracy (extremely competitive)

Minimal overfitting (LASSO is good at this in settings 1 and
2)

Interpretability (regression method and can also require only

positive coefficients for subset of terms and can force in some
terms)

Parsimony? (does selection but maybe not enough as
discussed next)

But what about stability? (more on this in moment)



Parsimony and LASSO

» LASSO vs. stepwise vs. best subset in practice (Jeon, Lee,
Ding, Jing, Deardorff, Boscardin, under review, 2025)

» LASSO picks a much less parsimonious model that does not
perform any better in Setting 2

» Similar ideas noted in Hastie, Tibshirani, and Tibshirani
(2020)
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Possible solutions

» Can think about using LO regression and variants

» Broken Adaptive Ridge (BAR) package is very promising
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BAR result

TABLE 3 (Pediatric National Trauma Data Bank (NTDB) data) Comparison of mCox-LASSO and massive Cox's
regression for broken adaptive ridge (nBAR) regression for the pediatric NTDB data. (mCox-LASSO cross-validation (CV)
and mCox-LASSO Bayesian information criterion (BIC) correspond to mCox-LASSO using cross validation and BIC
selection criterion, respectively. mBAR (BIC) denotes mBAR using the BIC selection criterion while fixing &, = log(p,,). The
training set has a sample size of 168 000, while the test set used for the c-index has a sample size of 45 555)

Method #Selected BIC score c-index Runtime (hours)
mBAR (4, = 0.510g(p,)) 45 51613.52 0.91 8
mBAR (4, = log(p,)) 21 52182.90 0.89 8
mBAR (BIC) 83 51269.43 0.93 97
mCox-LASSO (BIC) 100 5254490 091 25

mCox-LASSO (CV) 253 53165.44 0.92 41



Stability of predictions

>

>

Many models can have similar discrimination and excellent
calibration

But for any given pair of models, an individual might have
very different predictions

This is very undesirable for our use cases

Idea has been called predictive multiplicity in ML literature
(e.g. Watson-Daniels et al., 2023)

Binary version of this idea leads to reclassification metrics
(NRI, IDI)

Variant of this issue looks at instability in individual
predictions using same model but in replicate data (Riley et
al., 2023)



Instability of in-game win probabilities
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Predictive multiplicity (leave out 1 predictor and refit

ity of Outcome
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Tradeoff of parsimony and stability

P Parsimonious models are most subject to predictive
multiplicity

» This suggests using modestly parsimonious constrained
LASSO or even elastic net could help avoid instability of
individual predictions

» A non-parsimonious penalized regression model may be a
good “reference” model to check instability against



Summary

> Many competing goals in building prognostic models with use
case involving individual predicted probabilities

> Leverage the top-heavy leaderboard

» Constrained LASSO models seem to satisfy many of the goals

» For larger sample sizes, not particularly parsimonious (LO
methods may be preferred)

» Parsimonious models may suffer from predictive multiplicity
(i.e. individual predictions from these models may differ
qualitatively from another model with equally good overall fit)
Thanks to audience for listening and to SDSA for the
invitation!
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