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UCSF Statistical Laboratory for Aging Research



Model for Laboratory

▶ Grown from 2 to 10 core statisticians in lab (Cenzer,
Diaz-Ramirez, Espejo, Fung, Gan, Jeon, Jing, Lu, Patel, Shi)

▶ Team-science framework with emphasis on deep, longitudinal
collaboration

▶ Statistical scientist: statistician is key member of the research
group and accumulates experience in data, methods, and
substantive area

▶ Clinical researchers (PIs and trainees) are interested in the
methodological details

▶ Projects/teams have more than one statistician in most cases

▶ Statistical and data science mentoring occurs in all directions
(me, statisticians, PI, co-I, trainee)



Model for Consultation/Collaboration

▶ Faculty investigators in UCSF Division of Geriatrics/Pepper
Center (and their mentees)

▶ Outside investigators currently supported by Pepper Center
(Scholars or Pilot Awardees)

▶ Outside investigators formerly supported by Pepper Center
▶ Business model:

▶ P30 Pepper Statistical Core (DAC): direct funding (I am
Co-Director of the core)

▶ P30 Pepper Pilot/Training Cores (PESC/REC): spending
awards on statistical support

▶ P01 Mt. Sinai/UCSF Statistical Core (RCB): direct funding (I
am Co-Director of the core)

▶ R and K and other funding from Geriatrics investigators
▶ R and K and other funding from outside investigators

(substantial component and key to financial stability)



Reasons to develop a predictive model

▶ Precision medicine: flagging high risk patients or those likely
to benefit

▶ (Shared) decision making for patients, caretakers, physicians

▶ Case-mix adjustment

▶ Propensity score for subsequent analytic purposes



Point Scoring (Sullivan et al. 2004)



Nomogram (Harrell)



ACS NSQIP input



ACS NSQIP output



ePrognosis (UCSF)



ePrognosis input example (A. Lee et al. ,2022)



ePrognosis output example (A. Lee et al. ,2022)



Example from Deardorff et al. (2022)



Setting 1 for Predictive Modeling

▶ Outcome (survival, functional decline, nursing home
admission) data on adults age 70+ (n ≈ 1000, e.g.).

▶ Have maybe P = 50 characteristics potentially predicting
outcome

▶ Goal: build a reasonably parsimonious (p = 10 or p = 15
predictors), clinically practical and sensible model that has
good discrimination and calibration

▶ Move from statistical model (odds ratios or hazard ratios) to
something simple and clinically useful

▶ Examples: 5 year survival probabilities, median life
expectancy, probability of functional decline before death,
time spent in nursing home

▶ (Our group: Health and Retirement Study or NHATS quite
often)



Setting 2 for Predictive Modeling

▶ Same as first typical setting except...

▶ Number of subjects is much larger (n ≈ 1, 000, 000, e.g.)

▶ Number of potential predictors much larger (n ≈ 1000, e.g.)

▶ (Our group: VA EHR data or Medicare claims data)



Setting 3 for Predictive Modeling

▶ Setting 1/2 plus any of:
▶ highly irregular longitudinal data
▶ image data
▶ text data

▶ (we are doing a lot more of this in last couple of years but not
focus for today)



Statistical models for risk prediction

▶ Logistic regression (or other binary regression)

▶ Cox regression (or other time-to-event models)

▶ Multinomial regression (for nominal outcomes)

▶ Multi-state models (for longitudinal or survival data with
multiple event types)



Some useful papers/books on prediction modeling

▶ Harrell, Lee, Mark (1996) or Harrell’s RMS book (2015)

▶ Steyerberg et al. (2010) or Steyerberg’s CPM book (2019)

▶ Moons et al. (2015)



TRIPOD-65: updating TRIPOD for work in older
populations (Deardorff et al, 2023)



Machine Learning vs. Traditional Regression

▶ Comparison of traditional statistical modeling (TR) and
machine learning (ML) in various scenarios (Jing, Boscardin,
Deardorff, Jeon, Lee, Donovan, Lee 2022)

▶ In Settings 1 and 2 (large rectangular data) we and others
(e.g. Austin, Harrell, Steyerberg 2022) have found that TR is
extremely competitive with ML methods and much easier to
begin to understand



Jing et al. 2022



Goals for our (TR) prognostic models

▶ Predictive accuracy (discrimination and calibration)

▶ Lack of overfitting

▶ Parsimony

▶ Interpretability

▶ Stability of Individual Predictions



Assessing overfitting in TR modeling

Three main sources of overfitting

▶ Feature engineering (make Table 1 before make model and
use it to make decisions)

▶ Variable selection (LASSO or other selection PLUS some
other hand-tooling)

▶ Parameter estimation (coefficients are optimized for the data
at hand)

Overfitting can occur in all three parts



Internal validation to account for overfitting

▶ People used to (and still do) use single split-sample for
development and validation

▶ This is uniformly recognized as bad idea (Collins 2024;
Steyerberg)

▶ With a single split sample, you can’t separate random
variability from systematic overfitting

▶ Better to use bootstrap internal validation (or
cross-validation)



Feature engineering

▶ Categorizing continuous variables

▶ Grouping levels of categorical variables

▶ Choosing to include spline terms for continuous variables

▶ Deciding whether to look at interactions



Selection with LASSO

▶ Always include variables: in glmnet can use the penalty.factor
option with 0 for variables you do not want to be penalized
and 1 for variables that you want LASSO applied to

▶ Constraints: can provide bounds on allowable coefficient
estimates on a predictor-by-predictor basis. In textttglmnet
can set lower.limits to 0 to ensure a variable can only enter as
a risk factor

▶ Grouping: can tell grouped LASSO variant that should shrink
or kill at a group level. Useful for categorical predictors

▶ Other shrinkage targets: can shrink not towards zero but in
other directions (e.g. towards principal components of groups
of variables)

▶ Less abrubt behavior: can combine an L1 penalty with an L2
penalty (elastic net), Still gives shrink or kill behavior



Constrained LASSO



Assessing overfitting (Collins et al, 2024)



Bootstrap internal validation

▶ To fully account for overfitting in internal validation need to
replicate the feature engineering, variable selection, coefficient
estimation in each bootstrap sample

▶ So need to algorithmize each component

▶ Selection and estimation are typically straightforward (e.g.
with LASSO)

▶ Feature engineering might mimic with ad hoc rules,
unsupervised thresholding, or supervised knot finding



Large sample setting LASSO (Zhao et al., 2021)

▶ Large data setting, OK to LASSO select then refit for 95%CI



Large sample overfitting? (Collins et al., 2024)

▶ In large sample setting, TR does not lead to substantial
overfitting



Leaderboard vs. Best Model

▶ Problems inherent in focus on single best model

▶ “Essentially all models are wrong, but some are useful”
(George E. P. Box)

▶ “Your model is not that special”: in our experience, many
models are good fit for the data (similar calibration,
acceptable discrimination)

▶ Better to think about the “leaderboard”: a large collection of
good models some of which may be useful

▶ Original SAS implementation of best subset makes a
“leaderboard”

▶ Bayesian or Bootstrap selection also get at leaderboard idea



Constrained LASSO (revisited)



SAS best subsets leaderboard (Miao et al. 2013)



Kaggle competition (100’s of entries with c > 0.900)



Taking stock

▶ Can LASSO methods help to accomplish all the goals?

▶ Predictive accuracy (extremely competitive)

▶ Minimal overfitting (LASSO is good at this in settings 1 and
2)

▶ Interpretability (regression method and can also require only
positive coefficients for subset of terms and can force in some
terms)

▶ Parsimony? (does selection but maybe not enough as
discussed next)

▶ But what about stability? (more on this in moment)



Parsimony and LASSO

▶ LASSO vs. stepwise vs. best subset in practice (Jeon, Lee,
Ding, Jing, Deardorff, Boscardin, under review, 2025)

▶ LASSO picks a much less parsimonious model that does not
perform any better in Setting 2

▶ Similar ideas noted in Hastie, Tibshirani, and Tibshirani
(2020)



Jeon et al. 2025



Possible solutions

▶ Can think about using L0 regression and variants

▶ Broken Adaptive Ridge (BAR) package is very promising



BAR paper



BAR result



Stability of predictions

▶ Many models can have similar discrimination and excellent
calibration

▶ But for any given pair of models, an individual might have
very different predictions

▶ This is very undesirable for our use cases

▶ Idea has been called predictive multiplicity in ML literature
(e.g. Watson-Daniels et al., 2023)

▶ Binary version of this idea leads to reclassification metrics
(NRI, IDI)

▶ Variant of this issue looks at instability in individual
predictions using same model but in replicate data (Riley et
al., 2023)



Instability of in-game win probabilities



Predictive multiplicity (leave out 1 predictor and refit)
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Tradeoff of parsimony and stability

▶ Parsimonious models are most subject to predictive
multiplicity

▶ This suggests using modestly parsimonious constrained
LASSO or even elastic net could help avoid instability of
individual predictions

▶ A non-parsimonious penalized regression model may be a
good “reference” model to check instability against



Summary

▶ Many competing goals in building prognostic models with use
case involving individual predicted probabilities

▶ Leverage the top-heavy leaderboard

▶ Constrained LASSO models seem to satisfy many of the goals

▶ For larger sample sizes, not particularly parsimonious (L0
methods may be preferred)

▶ Parsimonious models may suffer from predictive multiplicity
(i.e. individual predictions from these models may differ
qualitatively from another model with equally good overall fit)
Thanks to audience for listening and to SDSA for the
invitation!
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